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1 Introduction

SIRS-3is the third subppject caried as part of the Scalable Internet Resource
Server projed, which staredin 1999 This final repat hastwo purposes.First, it
discuissegheresuts of SIRS-3by takingalook at the original plansasdesribed
in the SIRS-3projed propasal. Secoml, it providesabrief assesmentof theentire
SIRSproject. This assesmentalso senes asthe bass for an outlook on future
actuities.

We statt with giving somebackgoundinformationon SIRSin Sectim 2, fol-
lowed by a preentaton of the SIRS-3achievementsn Section3. An assesment
of theentire SIRSprojed is givenin Section4.

2 Background information

In this sedion, we briefly descibe theideasundelying SIRSandthe relaion be-
tweenSIRSandthe Globeresearchproject carried out atthe Vrije Universitet.

2.1 TheSIRSprojects

The SIRS projed hasconcentrated on the developmentof a senice that allows
Intemet resaurcesto be widely distributed and replicated acrossthe Internet in
a scalalbe way. The key ob=ervation undelying SIRSis that scahbility can be
obtanedonly if we provide support for resouce-sgecific soluions to distributing
andreplicatingresaurces

Consicer, for example a file that can be accessd by remoteclients. If the
file is highly popuar, but hardly updated,scalalility canbe achiewed by pushing
it to seners closeto whereits clients are. A popular file thatis also regularly
updaed may bendit from a replicationstraigy in which clients poll the sener to
seewhethe theirlocal copy is still up-to-date.Likewise,for unpgoularfilesit may
bebed notto apply replicationat all. Otherexamplesof replication scerariosand
how theseeffect perfaomancearediscussedin [5].

To allow for resouce-ecific distribution andreplication resaircesare em-
bedded in Globe distributed sharel objects. In contrastto traditional distributed
objeds, the stateof a Globe objed canbe distributed and replicatedacrass mul-
tiple machires,andin a way that is detemined by the objed. In other words, a
Globeobjed encapulates its own distribution andreplicationscerario.

For SIRS ,we deddedto concentrde onthedistribution andreplication of free-
software packayes.Theoriginal planwasto develop a service that offersfunction-
ality compaableto FTPseners, but thatsupprtsautomaic distribution of its files
acros multiple sites In SIRS,we assune that sitesare located acrossthe entire
Intemet. Clients aretrangarenly redrectedto the neares copy of the software
packagethey wantto download. In addtion, SIRS offers secureuploading and
downloading of packayes.



SIRShasbeenorganizedinto three subpojects, namedSIRS-1,SIRS-2,and
SIRS-3. In SIRS-1,emphas was put on developing client-side software that
would allow trangparentWeb acces to replicated software packages. In SIRS-
2, we concentrated on enhancing and further developmentof our object seners
to support large-scaé distribution of software packages. In additon, effort was
putinto developing tools for uploadingfiles. In SIRS-3,we further concentraed
on making SIRS a usale systan by incorporating securty and fault tolerance,
and providing support for easyinstallment We retum to SIRS-3belon. Project
desciptions and evaluaions of the first two subpojectscanbe found at ht t p:
/I www. nl net.nl/projects/sirs/index.htm.

2.2 SIRSand Globe

SIRSis cariied out aspartof the Globereseach project[6]. In Globe,we addess
the fundamentalproblem of how to achiewe scaldility for sysemstha needto

support onebillion users eachusea having on average 1000 objeds. The spedfic

probdem addresedin SIRS(i.e., the distribution of free software),is orgarized as
a subpojed within Globe, calledthe Globe Distribution Network (GDN). GDN

hasthe samegoalsasSIRS,but alsocontdns the reseach efforts neede to come
to scalalte worldwide distribution of software packayes. The SIRS projects are
devotedto developing the software neededwith GDN. The GDN project hassub-
stantal reseach compaentand only thoseideasthat have beenworked out in

consderabe detal areeligible for further developmentaspart of SIRS.However,

it is easierto think of SIRSandGDN being the sameproject. An early desciption

of GDN hasbeenpresntedin the USENIX Freenixtrack[1].

3 Achievements

SIRS-3wassetup to develop suportin threedifferentareas secuity, faulttoler
ance,andmanagenenttools.

3.1 Security

For securty, we wantedto desgn andimplement an architecturethatwould allow
producersof illicit contentto betraced. In additon, severd authaization mecha-
nismsneedée to be provided. Thefollowing threesulgoalswereformulated:

1. Themaintaner of a softwarepackageshout betraceable

2. Only themaintairer canmodify a padkage.

3. Only themaintairer canissuerequess for creatng new replicas.
Thesechoices were mainly basa& on the obsevation that SIRS shauld provide

guaranteeswith respet to the secue distribution of software packages.An alter
native thatwe only briefly consdered wasto provide the meansto ched for the
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distribution of illicit content. In generd contentverificaion by techrical means
only is virtually impossible.

In the current solution, we have setup the meansto trace exactly wherean
uploadedpackagecamefrom. In ess@ce,whenuploaling a packayeto SIRS,the
client is requesedto digitally signthatpackae with a key thathasbeenprovided
by a trusted Access Granting Organization (AGO). The AGO doesnot verify the
content of a packaye. However, by signing an uploaded package,a downloading
client canalways ched wherethat packagecamefrom. Downloading undgned
packagesis attheclient’s risk.

It is notthe god of this repot to desribe the secuity infrastrucure for SIRS
in ary detal. Thesecanbe foundin [2] and hasbeenadded as an appemnlix to
thisrepat. Practicdissuesconcernirg seairity in SIRS(suc askey managment,
signing, and verification) can be found in the Globe Operations Guide (GOG),
whichis providedaspartof the GDN distribution.

3.2 Fault Tolerance

The software resuting from SIRS-1and SIRS-2had only minimal suppat for
toleratingfaults. We wantedto addthefoll owing functiondity:

1. A simpleschemdo allow object senersto recover from crases.
2. Recwrery from acommuncationerrar.

An objectsener providesfault toleranceby periadically storing the complde in-
memory staterelated to a padkage object to disk. If the sener craskes during
operdion, themostrecently savedstateis restaed, effectively recoveringpackaes
thatwerebeing accessdatthetime of thecrash No checlpoint is madeif the state
hasnot beenaltered since the lastcheckpoint.

Wedecidedto implementperiodc checlpointing for perfaomancerea®ons. The
altermative is to checkpoint the stae at eachupdateoperdion, but this wasfelt too
expersive asit requres a synchronous disk operdion. Furtherreseach is needad
to seewhether and how we canimprove this situation. In paricular, as part of
ourlong-termreserch,we intendto explore the promisng combinationof object-
specfic fault toleranceandreplication for perfomance.Someinitial work on this
matteris descibedin [3].

Whenrecovering from a sener crad, the objectsener normaly fetchesthe
new stae from a mastermreplica or othe souce thatis guaanteel to have a fresh
copy. This synctronizaion is necessaryto ensue congstercy. Before doing so,
the sener first checks whether arny updateshave occured during the crashperiod
to avoid neallessstatetransker acros the network.

Recwery from a communcation error dealswith avoiding that we neal to
restat theuploadirg or downloadingof apackayefrom thebeginning. Wehaveim-
plemenedasimpleclient-side schemethat handesinterrupted downloads.Down-
loadsoccuss in blocks of datathat arefirst storedat the client’s side to be later



assemked into a packaye. In this way, whena comectionn betweera client andan
objed senerbreals, thedownloading client canlater coninuewhereit hadleft off.
Thismechaismiis transparen to the user Thereis no supprt for recovery from a
communi@tion error during uploads. The problemwasconsderedlessimportant
asaclient already uploadsindividual files insteadof complee packages.

Fault tolerance is descibed in detal in an upcaning dissetation by Arno
Bakker.

3.3 Management tools

Oneof the problemswith the SIRS-2variart wasthe consderabe effort it took to
instdl a site befare it could becanefully operational. We planredto develop the
following toolsandmechaismsto alleviate theseproblems:

1. Toolsto startandshudown anentire sitein a user-frierdly way.

2. Tools to monitor the resouce usage within a site, andthat allow a userto
inspectwhich objectsit is currently running.

. Userfriendly instdlation andconfigumationscripts.
. A toolto remove areplica.
. Globalsygem managemetrtools.

o 01~ W

. Adaptaion of globify, atoal thatgeneatesscripts by which entire Websites
canbe embeddd inside a Globeobjed.

The managmenttools have only beenparly realized. An important extenson
to SIRSis a specia directory service, called GIDS, that stares all the neessary
configuation information for a site. GIDS stands for the Globe Infrastructure
Directory Service. Thesenice canbequetied regardirg configuration settigsand
is built to beenharcedfor otherpurposessuchasfinding a suiteble objed senerto
hostareplica. A descrption of GIDS andits integrationinto GDN andGlobecan
befoundin [4], which hasbeenaddedasanappedix to this repot.

A specia utility, calledgrunt, hasbeendevelopedto assis in bringing up, and
shuting down asite. Grunt keegpstrack of depemlencesbetweendifferent seners
andensuesthatthesesenersarestatedin the correctorder, thusmakingit easier
for auserto stat asite.

Finally, our globify tool hasbeenenhancedsothatit cannow be suaessflly
appliedto various organizatons of Web sites. Globify assiss in corverting a col-
lection of filesinto eithera GDN packaye or a GlobeDoc. Thelatter is a persstent
objed desighedto store a collection of related Webfilesinto aGlobeobject, known
asaGlobeWebdoaument.

We have not implemeried monitor tools, nor special tools for removing repli-
cas.Systenmmanagenentis mostly hardledby thecombnation of GIDS andgrunt,
andseemgdo be sufiicient The GlobeOperatiss Guide(gog) hasbeenupdatdin
suchaway thatit shoud be easierto bring up a Globesite.
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It isyetunclearwhethe thelack of monitortoolsor thosefor remaoving replicas
is a serbusomissionto GDN. The mainreasm for not implementng thes tools
is lack of time, caugd by having spentmore effort in disseminatng the resuts
of the project, aswell asthe integration of GIDS and GDN. | retum to dissen-
ination of resuls below. Integration of GIDS and GDN was more difficult than
we expeded. In hindsight we weresimply too optimisic. Whenformulating the
SIRS-3propacsal, we had a prototype versian of GIDS running that we felt was
almostcompleted. However, this versian nealedto be adgtedto hande the site
configuration information stored in the site.cfg file, but shauld also allow a fall-
backto tha file if sorequred (e.g.,for overrding the configurdion information
stored in GIDS).

At this point, we feel morepractical anddaily experiencewith GDN is neeckd
before decidng onwhattheappiopriate managenenttools shoud be. However, we
do intendto continue putting effort in somesimple monitaring tools, andinclude
thesetools in future releases| retum to thes issues below.

3.4 Current status

At presem, GDN hasseenthe releag of version 1.0, a monthlater thanthe origi-
nally planneddateof 1 Januay 2002.

The softwarefor release 1.0 hasbeen testal in variousways. Testshave been
conducted with the installment and replication of more than 20 Gbytesof the
Sourcebrge datalase. Thesetestshave lead to the idertification and repair of
numerais faults. In addition, we have asled severd non-Globe usersto bring up
asite giving themonly thereleasel.0 softwareandthe opeations guide. Practice
now shavsthatinstalmentcanbedonein lessthanafew hours by anexperienced
UNIX user giving us confidence that managemst of a site hasindeed beenim-
proved Wedonotexped thatasitecanbebroughtup easily by anaveragelntemet
user

It shauld alsobe notedthatthe Globe Web site aswell asvarious homepages
of its developers,have beenhostal by SIRS/GIN softwarefor mary monthsnow.
Thesoftware distribution is, by defaut, downloadedfrom the GDN systan thereby
redirectinga client to the nearest replica. This other form of testirg hasreveded
severalsmalle errorsandhasleadto a numbe of functional improvements.

4 Assessment of SIRS

In the previous sectons, we have mainly concentrded on the resuts for SIRS-
3. Formally, SIRS-3is the last subpoject to be complketedas part of the much
larger SIRSproject. In this sedion, we recorsiderthe SIRSprojed asawholeand
seewhat hasbeenachieed with respet to the original plans and wherefurther
improvemeris areneeckd. In particular, we take alook at the disseminatian of the
resuts andfuture plans



4.1 SIRSin hindsight

Oneof theoriginal goalsof SIRSwasto cometo a soluion for offloading popuar
FTPsites,notaldy the NLUUG softwarearchie, which actsasa mirror for mary
software padkages The brute-force apprach by effectively improving network
acces, storgge capaity, andpossbly processimg power, will geneally work (and
which hasnow beensucessflly appied to the NLUUG site). However, suchan
apprachis notimmediakly interesting from a scientific and long-term perspec-
tive.

Thedevelopmentefforts putinto the SIRSprojectsamourt to almostsix person-
yearsof work. | estimae thatthe accompaying reseach amouris to another four
persm-yeas. In addition, thereare apprimately two persn-years of develop-
mentefforts donereseachersthathave leadto softwarethatis now integratedinto
SIRS(notably GIDS andsecuity software), leadingto agrard total of 12 peron-
years Researh anddevelopmentconcening the Globelocaion senice (at least
another eight persm-yeas) have not been includedin this calcuation.

The scientific output relatedto SIRS (andagainexcluding the Globelocaton
service) is quite large: we have publishedappoximatdy seven papersin confer-
encesandjournals. At lead two papes areplamedfor production this year The
combimation of the resarch resuts and development efforts have improved the
visibility of the Globeprojectasawhole.

In condusion, the SIRSprojectfrom asciertific anddevelopmentpoint of view
seemdo bereasmably sucessfu. However, whenevaluaing the usabiity of the
resutsandtheimpacttheprojecthas thereis clearly roomfor improvemen. In the
following two sectons, we conantrat on two important issuesrelated to making
SIRSsuccesful: the dissemimtion of the resuls andthe future work.

4.2 Dissemination of results

Oneof theissuedor SIRSthathasnot beendealtwith in a satistictorly manneris
the disseminatian of theresuts. It is taking quite someeffort to pushSIRS/@N
to usag by usersothe thanthosethat directly or indirectly linked to the Globe
project. Let usfirst take a closerlook at whatwe have donewith respectto “mar-
keting” SIRS/GDN.

Sour ce code availability. We dedded to make the souce code for SIRS/@N
available at the end of the SIRS-2project. At that point, it was possble
to setup a simple GDN systen that we felt was stableenowgh for experi-
mentaton. It took us quite someeffort to reachthis point, mainly becaise
the amountof “baseliné€ software (object sener, namesener, client) was
quite substatial. Since Decembe 2001, we have madea new release of
SIRS/GDNevery 1-2 months

All the codeandthe gog have beenavailablefrom the FTP site at the VU.
Also, we have madethe packageavailable through Sourcelérge sinceApril



2001L. The totd numberof downloads and groups that have voluntarily
stared SIRS/@N is effectively resticted to our own group. We have had
mail from a few developers,but it is obviousthat the Globe communiy is
essatially only the group atthe VU alongwith asmallcircle of friends.

Demonstrations. During the couse of the SIRS-3projed, it was felt that we
shodd more pro-ectively attempt to disseminatethe software to interested
parties. It wasdecicedto do soby meansof a numberof demonstators At
preent,GDNis hoging softwarefor Linux (2.4kerrelsandthe7.2updaes),
Amoeba,and Minix. We arealsohoging various Web sites. Experiments
have begun to host a large portion of the Sourcé-orge datalase,replicat-
ing it across SanDiego (CAIDA), Redwood City (Vixie Enterpries),and
Amsterdan (VU). Theseexperimentsstill needto be complded andrequre
addtiond developmentwork attheVU.

SIRS/GDNis now running on multiple sitesacrassthe Internet. Thereare
various“local” siteshosedin The Netherlands;the maininterrational sites
are(in alphaeticd order)

e Amerongen, TheNetherands(NLnet)
Amsterdan, The Netherands(Vrije Universitet)

Haifa, Israel(Technon)

Rocqgtencout, France(INRIA)

SanDiego, California, USA (CAIDA)

e SaoPaulo,Brasil (Universty of SaoPaulo)

Meanwhle, we areconinuing our efforts to hog content. For example at-
temptsare being madeto seewhetherSIRS/@N can act as a replicated
mirror of ww. f ags. or g. Also, we have coniactedpeopk that may be
ableto provide us accessto Internet2nodes to expard the SourceBrge ex-
perimentacrassmorenodes

Publications. Beinga group of reseachers, we are keen on puldishing scientific
papes in which SIRS/GDNcanplay arole. As mentionedabove, we now
have a handul of papers(andaccanparying presatations) on SIRS/GIN.
A next preentaton is plamedfor SANE 2002 including an accompny-
ing pape descibing the systemfrom the perspectie of its users a paper
descibing SIRS/GDNis also planred for sulmissionto Wiley’'s Software
Practie & Experence.

Despitetheseefforts sofar, it turns out thatdissemirating SIRS/GIN to the com-
munity requres consderabe effort. Although Globe, by now, hasestaltished a
good reputdion, more effort is clealy needel to bring it to the public. It is not
ohbvious what the beststrateyy is that we canfollow. However, we have learred



from the currert efforts that pro-adively adwertising SIRS/GIN is betterthanjust
makingthe packageavailable.

The straegy we are currently following (seeing for sites that arewillin g to
host SIRS/GDN,and letting us mana@ those nodes) appearsto be the bestwe
cando whenit comesto demonsrating that SIRS/GDNis for real We know
from colleaguesthat organizing wide-area experimerts often requires a consd-
erabk amoun of time. However, the resuls that canbe repated at confeaences
andsuchtendto help pele getcorvinced thatsometling seriots is hapgening

In addiion, we want to cortinue our searchfor hostng content. Unlike the
Sourcelérge experimentin which we focus on large amouris of data, it is pre-
sumaby more effective for the dissanination of resuts to concentrate on mary
different datasources. In this serse, turning SIRS/GDNinto a “cheg” content
delivery network is perhapsthe bestway to draw attertion. Again, we expectthat
it maytake arelatively long time beforeSIRS/GDNwill prove its valueto alarger
communit, but we seeno otherway to read this point.

4.3 Futurework

Although SIRS-3is formally finished the work on GDN cortinues First, asal-
readyindicated,we will actively seekfor content that canbe hoded by GDN. In
doing so,we hopeto attract attenton from contentprovidersseekng for a soluion
for distributing their content.

Second and related to hoging real content, we plan to condict a series of
experimentswith SIRS/GDNso thatwe cancorvince third paries of thetechmo-
logical advancesour software hasto offer. In addtion, experimentaton shauld
revealimportant faults (bugs), makingit possble to improve the robustnes of our
software. It is already encauraging to seethat the performanceof our systen is
compaegbleto thatof standird-canfiguredApache-lasedsysems.

However, we expect that SIRS/GDNwill attractmoreattertion aswe continue
to enharee its functionality basedon our future resarch. At present,our groupis
actively conductingreseachin thefoll owing areas:

Adaptivereplication: At preset, we have onefull-time seniorreseacherlooking
into the dynamic replication of Web doauments. So far, this reseach has
provided usinsight in how andwhento evaluat accesdracesin order to
decdewhata bestreplication strateyy is. Startingin August2002, two PhD
stucentswill be addedto the project. Onestudentwill coneentrat on the
selection of the beg location to placeareplica. The othe studentwill take
alook at dynamically switching the congstercy protocol so asto optimize
network resoucesandacces delays A sepaatescientific progammerwill
be hiredto implemert theresuts. Embeddiry theseresuts in SIRS/GDNis
anobvious choice.

Systems management: We arecurrently looking at managenentisswesrelated to
the Globe location senice. One postdc is consdering the problem how



we canautamatically bring up an entire, worldwide-spaning tree without
initially having to physially distribute thattreeacrassthe Internet aswell.
This reseach will certanly influence the (semi-)aitomatic distribution of
GDN acros multiple sites.

In addtion, a PhD student hasrecently statedto conentrat on moregen-
eralsystemgnanagmentissiesrelaedto distributed systemsuchasGDN.
Again, theresuts of this resut areplanred to be embededin SIRS/GIN,
party to demongrate the feasbility, but alsoto make it easer to deply
SIRS/GDN

In condusion, wefeelthatwe have just madeastat with SIRS/GDNwhenit comes
it its dedoyment However, we are coninuing the reseach that hasbeensetout
aspartof SIRS/@N, exemplifiedby the two subpojectsmenticnedabove. Rec-
ognizing thatdeploying SIRS/GIN may be a matterof muchtime, it is important
thatourreseachis setoutalong thelines of sucha dedoyment

5 Agreement on thisreport

With respect to this report NLnet Foundadion and the Globe team at the Vrije
Universiteit have agreedon thefollowing:

1. The deliverables spedfied in the original SIRS-3plan have beenformally
provided,except with respet to anumkber of managenenttoolsasde<ribed
above.

2. The efforts that have taken place during the SIRS-3project contract period
to disseminateSIRS/GDNaresuchthatno morecould have beenreasmably
expeded.

3. Theassassmenbf the SIRS/GIN project asgivenin thisreport is sufiicient.

4. Bothpariesexplicitly expresstheircommitmento further disseminateSIRS/GIN,

andto pro-ectively distributecurrent andnew resuls to the interestedcom-
munity.

6 Financial Report

A financial statenenthasbeenaddedsepratelyto this repat.
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