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1 Introduction

SIRS-3is the third subproject carried as part of the Scalable Internet Resource
Server project, which started in 1999. This final report hastwo purposes.First, it
discussesthe results of SIRS-3by taking a look at theoriginal plansasdescribed
in theSIRS-3project proposal.Second, it providesabrief assessmentof theentire
SIRSproject. This assessmentalso serves as the basis for an outlook on future
activities.

We start with giving somebackgroundinformationon SIRSin Section 2, fol-
lowedby a presentation of theSIRS-3achievementsin Section3. An assessment
of theentire SIRSproject is givenin Section4.

2 Background information

In this section, we briefly describe the ideasunderlying SIRSandthe relation be-
tweenSIRSandtheGloberesearchproject carried out at theVrije Universiteit.

2.1 The SIRS projects

The SIRS project hasconcentrated on the developmentof a service that allows
Internet resourcesto be widely distributed and replicatedacrossthe Internet in
a scalable way. The key observation underlying SIRS is that scalability can be
obtainedonly if we providesupport for resource-specific solutions to distributing
andreplicatingresources.

Consider, for example, a file that can be accessed by remoteclients. If the
file is highly popular, but hardly updated,scalability canbe achieved by pushing
it to servers close to whereits clients are. A popular file that is also regularly
updatedmaybenefit from a replicationstrategy in which clients poll theserver to
seewhether their local copy is still up-to-date.Likewise,for unpopularfiles it may
bebest not to apply replicationat all. Otherexamplesof replicationscenariosand
how theseeffect performancearediscussedin [5].

To allow for resource-specific distribution andreplication, resourcesareem-
bedded in Globedistributedshared objects. In contrast to traditional distributed
objects, the stateof a Globeobject canbe distributedandreplicatedacrossmul-
tiple machines,and in a way that is determinedby the object. In other words,a
Globeobject encapsulates its own distribution andreplicationscenario.

For SIRS,wedecidedto concentrateonthedistributionandreplication of free-
softwarepackages.Theoriginal planwasto developa service thatoffersfunction-
ality comparableto FTPservers,but thatsupportsautomatic distribution of its files
across multiple sites. In SIRS,we assume that sitesarelocated acrossthe entire
Internet. Clients are transparently redirectedto the nearest copy of the software
packagethey want to download. In addition, SIRSoffers secureuploading and
downloading of packages.
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SIRShasbeenorganizedinto three subprojects, namedSIRS-1,SIRS-2,and
SIRS-3. In SIRS-1, emphasis was put on developing client-side software that
would allow transparentWeb access to replicatedsoftware packages. In SIRS-
2, we concentrated on enhancing and further developmentof our object servers
to support large-scale distribution of softwarepackages. In addition, effort was
put into developing tools for uploadingfiles. In SIRS-3,we further concentrated
on making SIRS a usable system by incorporating security and fault tolerance,
andproviding support for easyinstallment. We return to SIRS-3below. Project
descriptions andevaluations of the first two subprojectscanbe found at http:
//www.nlnet.nl/projects/sirs/index.html.

2.2 SIRS and Globe

SIRSis carried out aspartof theGloberesearch project[6]. In Globe,we address
the fundamentalproblem of how to achieve scalability for systemsthat needto
support onebillion users, eachuser having on average1000 objects. Thespecific
problem addressedin SIRS(i.e., thedistribution of freesoftware),is organizedas
a subproject within Globe,called the GlobeDistribution Network (GDN). GDN
hasthesamegoalsasSIRS,but alsocontains theresearch efforts needed to come
to scalable worldwide distribution of software packages. The SIRSprojects are
devotedto developing thesoftware neededwith GDN. TheGDN project hassub-
stantial research component and only thoseideasthat have beenworked out in
considerable detail areeligible for further developmentaspartof SIRS.However,
it is easierto think of SIRSandGDN being thesameproject.An earlydescription
of GDN hasbeenpresentedin theUSENIX Freenixtrack[1].

3 Achievements

SIRS-3wassetup to develop support in threedifferentareas: security, fault toler-
ance,andmanagementtools.

3.1 Security

For security, we wantedto design andimplement anarchitecturethatwould allow
producersof illicit content to be traced. In addition, several authorization mecha-
nismsneeded to beprovided.Thefollowing threesubgoalswereformulated:

1. Themaintainer of a softwarepackageshould betraceable.

2. Only themaintainer canmodify a package.

3. Only themaintainer canissuerequests for creating new replicas.

Thesechoices were mainly based on the observation that SIRS should provide
guaranteeswith respect to thesecure distribution of software packages.An alter-
native that we only briefly considered, wasto provide the meansto check for the
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distribution of illic it content. In general, content verification by technical means
only is virtually impossible.

In the current solution, we have set up the meansto traceexactly wherean
uploadedpackagecamefrom. In essence,whenuploading a packageto SIRS,the
client is requestedto digitally signthatpackagewith a key thathasbeenprovided
by a trusted Access Granting Organization (AGO). TheAGO doesnot verify the
content of a package. However, by signing an uploadedpackage,a downloading
client canalwayscheck wherethat packagecamefrom. Downloading unsigned
packagesis at theclient’s risk.

It is not thegoal of this report to describe thesecurity infrastructure for SIRS
in any detail. Thesecan be found in [2] andhasbeenadded as an appendix to
this report. Practical issuesconcerning security in SIRS(such askey management,
signing, and verification) can be found in the Globe Operations Guide (GOG),
which is providedaspartof theGDN distribution.

3.2 Fault Tolerance

The software resulting from SIRS-1and SIRS-2had only minimal support for
toleratingfaults. We wantedto addthefoll owing functionality:

1. A simpleschemeto allow object servers to recover from crashes.

2. Recovery from a communicationerror.

An object server providesfault toleranceby periodically storing the complete in-
memorystaterelated to a packageobject to disk. If the server crashes during
operation, themostrecently savedstateis restored,effectively recoveringpackages
thatwerebeing accessedat thetimeof thecrash. No checkpoint is madeif thestate
hasnot beenalteredsince thelastcheckpoint.

Wedecidedto implementperiodic checkpointing for performancereasons.The
alternative is to checkpoint thestate at eachupdateoperation, but this wasfelt too
expensive asit requires a synchronous disk operation. Furtherresearch is needed
to seewhether and how we can improve this situation. In particular, as part of
our long-termresearch,we intendto explore thepromising combinationof object-
specific fault toleranceandreplication for performance.Someinitial work on this
matteris describedin [3].

Whenrecovering from a server crash, the object server normally fetchesthe
new state from a masterreplica or other source that is guaranteed to have a fresh
copy. This synchronization is necessaryto ensure consistency. Beforedoing so,
theserver first checkswhether any updateshave occurredduring thecrashperiod
to avoid needlessstatetransfer across thenetwork.

Recovery from a communication error dealswith avoiding that we need to
restart theuploading or downloadingof apackagefrom thebeginning. Wehaveim-
plementedasimpleclient-sideschemethat handlesinterrupted downloads.Down-
loadsoccurs in blocks of datathat arefirst storedat the client’s side to be later
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assembled into a package. In this way, whena connection betweena client andan
object serverbreaks,thedownloadingclient canlater continuewhereit hadleft off.
This mechanism is transparent to theuser. Thereis no support for recovery from a
communicationerrorduring uploads. Theproblemwasconsideredlessimportant
asa client already uploadsindividual files insteadof complete packages.

Fault tolerance is described in detail in an upcoming dissertation by Arno
Bakker.

3.3 Management tools

Oneof theproblemswith theSIRS-2variant wastheconsiderable effort it took to
install a site before it could becomefully operational. We planned to develop the
following toolsandmechanismsto alleviatetheseproblems:

1. Toolsto startandshutdown anentire sitein a user-friendly way.

2. Tools to monitor the resource usage within a site, andthat allow a userto
inspectwhich objectsit is currently running.

3. User-friendly installation andconfigurationscripts.

4. A tool to remove a replica.

5. Globalsystemmanagement tools.

6. Adaptation of globify, a tool thatgeneratesscripts by which entire Websites
canbeembedded inside a Globeobject.

The managementtools have only beenpartly realized. An important extension
to SIRSis a special directory service, called GIDS, that storesall the necessary
configuration information for a site. GIDS stands for the Globe Infrastructure
Directory Service. Theservice canbequeried regarding configurationsettingsand
is built to beenhancedfor otherpurposessuchasfindingasuitableobject server to
hosta replica. A description of GIDS andits integrationinto GDN andGlobecan
befound in [4], which hasbeenaddedasanappendix to this report.

A special utilit y, calledgrunt, hasbeendevelopedto assist in bringing up,and
shutting down a site. Grunt keepstrackof dependenciesbetweendifferent servers
andensuresthattheseserversarestartedin thecorrectorder, thusmakingit easier
for a userto start a site.

Finally, our globify tool hasbeenenhancedso that it cannow be successfully
applied to various organizationsof Web sites. Globify assists in converting a col-
lection of files into either aGDN packageor aGlobeDoc. Thelatter is apersistent
object designedto storeacollectionof related Webfiles into aGlobeobject, known
asa GlobeWebdocument.

We have not implementedmonitor tools, nor special tools for removing repli-
cas.Systemmanagementis mostlyhandledby thecombination of GIDSandgrunt,
andseemsto besufficient. TheGlobeOperationsGuide(gog) hasbeenupdatedin
sucha way that it should beeasierto bring up a Globesite.
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It is yetunclearwhether thelackof monitortoolsor thosefor removing replicas
is a seriousomissionto GDN. The main reason for not implementing these tools
is lack of time, caused by having spentmore effort in disseminating the results
of the project, aswell as the integration of GIDS andGDN. I return to dissem-
ination of results below. Integration of GIDS andGDN wasmore difficult than
we expected. In hindsight, we weresimply too optimistic. Whenformulating the
SIRS-3proposal, we hada prototype version of GIDS running that we felt was
almostcompleted. However, this version neededto be adaptedto handle the site
configuration informationstored in the site.cfg file, but should also allow a fall-
back to that file if so required (e.g., for overruling the configuration information
stored in GIDS).

At this point, we feel morepractical anddaily experiencewith GDN is needed
beforedeciding onwhattheappropriatemanagementtools should be.However, we
do intendto continue putting effort in somesimplemonitoring tools, andinclude
thesetools in future releases.I return to these issues below.

3.4 Current status

At present, GDN hasseenthe release of version 1.0,a monthlater thantheorigi-
nally planneddateof 1 January 2002.

Thesoftwarefor release1.0 hasbeen tested in variousways. Testshave been
conducted with the installment and replication of more than 20 Gbytesof the
Sourceforge database. Thesetestshave lead to the identification and repair of
numerous faults. In addition, we have asked several non-Globeusersto bring up
a sitegiving themonly therelease1.0softwareandtheoperations guide. Practice
now shows thatinstallmentcanbedonein lessthana few hoursby anexperienced
UNIX user, giving us confidencethat management of a site hasindeed beenim-
proved. Wedonotexpect thatasitecanbebroughtupeasily by anaverageInternet
user.

It should alsobenotedthat theGlobeWebsiteaswell asvarious homepages
of its developers,have beenhosted by SIRS/GDN softwarefor many monthsnow.
Thesoftwaredistribution is, by default, downloadedfrom theGDN system thereby
redirectinga client to the nearest replica. This other form of testing hasrevealed
severalsmaller errorsandhasleadto a number of functional improvements.

4 Assessment of SIRS

In the previous sections, we have mainly concentrated on the results for SIRS-
3. Formally, SIRS-3is the last subproject to be completedas part of the much
largerSIRSproject. In this section, wereconsidertheSIRSproject asawholeand
seewhat hasbeenachieved with respect to the original plans andwherefurther
improvements areneeded. In particular, we take a look at thedissemination of the
results andfuture plans
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4.1 SIRS in hindsight

Oneof theoriginal goalsof SIRSwasto cometo a solution for offloading popular
FTPsites,notably theNLUUG softwarearchive,which actsasa mirror for many
software packages. The brute-force approach by effectively improving network
access, storagecapacity, andpossibly processing power, will generally work (and
which hasnow beensuccessfully applied to the NLUUG site). However, suchan
approach is not immediately interesting from a scientific and long-term perspec-
tive.

Thedevelopmenteffortsput into theSIRSprojectsamount to almostsix person-
yearsof work. I estimate that theaccompanying research amounts to another four
person-years. In addition, thereareapproximately two person-yearsof develop-
mentefforts doneresearchersthathave leadto softwarethat is now integratedinto
SIRS(notably GIDS andsecurity software), leading to a grand total of 12 person-
years. Research anddevelopmentconcerning the Globelocation service (at least
another eight person-years) havenot been includedin this calculation.

Thescientific output related to SIRS(andagainexcluding the Globelocation
service) is quite large: we have publishedapproximately seven papersin confer-
encesandjournals. At least two papers areplannedfor production this year. The
combination of the research results and development efforts have improved the
visibility of theGlobeprojectasa whole.

In conclusion, theSIRSprojectfrom ascientific anddevelopmentpoint of view
seemsto bereasonablysuccessful. However, whenevaluating theusability of the
resultsandtheimpacttheprojecthas,thereis clearly roomfor improvement. In the
following two sections,we concentrate on two important issuesrelatedto making
SIRSsuccessful: thedisseminationof theresults andthefuturework.

4.2 Dissemination of results

Oneof theissuesfor SIRSthathasnot beendealtwith in a satisfactory manner, is
thedissemination of the results. It is taking quite someeffort to pushSIRS/GDN
to usage by usersother than thosethat directly or indirectly linked to the Globe
project. Let usfirst take a closer look at whatwe have donewith respect to “mar-
keting” SIRS/GDN.

Source code availability. We decided to make the source code for SIRS/GDN
available at the end of the SIRS-2project. At that point, it was possible
to setup a simpleGDN system that we felt wasstableenough for experi-
mentation. It took us quite someeffort to reachthis point, mainly because
the amountof “baseline” software (object server, nameserver, client) was
quite substantial. SinceDecember 2001, we have madea new release of
SIRS/GDNevery 1-2 months.

All the codeandthe gog have beenavailablefrom the FTPsite at the VU.
Also, we have madethepackageavailable through SourceForge sinceApril
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2001. The total numberof downloads and groups that have voluntarily
started SIRS/GDN is effectively restricted to our own group. We have had
mail from a few developers,but it is obviousthat the Globecommunity is
essentially only thegroup at theVU alongwith a smallcircle of friends.

Demonstrations. During the course of the SIRS-3project, it was felt that we
should morepro-actively attempt to disseminatethe software to interested
parties. It wasdecidedto do soby meansof a numberof demonstrators. At
present,GDNis hosting softwarefor Linux (2.4kernelsandthe7.2updates),
Amoeba,andMinix. We arealsohosting various Web sites. Experiments
have begun to host a large portion of the SourceForge database,replicat-
ing it acrossSanDiego (CAIDA), Redwood City (Vixie Enterprises),and
Amsterdam (VU). Theseexperimentsstill needto becompletedandrequire
additional developmentwork at theVU.

SIRS/GDNis now running on multiple sitesacrossthe Internet. Thereare
various“local” siteshostedin TheNetherlands;themain international sites
are(in alphabetical order):

� Amerongen,TheNetherlands(NLnet)
� Amsterdam, TheNetherlands(Vrije Universiteit)
� Haifa, Israel(Technion)
� Rocquencourt, France(INRIA)
� SanDiego,California, USA (CAIDA)
� SaoPaulo,Brasil (University of SaoPaulo)

Meanwhile, we arecontinuing our efforts to host content. For example, at-
temptsare being madeto seewhetherSIRS/GDN can act as a replicated
mirror of www.faqs.org. Also, we have contactedpeople that may be
ableto provide usaccessto Internet2nodes to expand the SourceForge ex-
perimentacrossmorenodes.

Publications. Being a group of researchers, we arekeen on publishing scientific
papers in which SIRS/GDNcanplay a role. As mentionedabove, we now
have a handful of papers(andaccompanying presentations)on SIRS/GDN.
A next presentation is planned for SANE 2002, including an accompany-
ing paper describing the systemfrom the perspective of its users; a paper
describing SIRS/GDNis also planned for submissionto Wiley’s Software
Practice & Experience.

Despitetheseefforts so far, it turns out thatdisseminatingSIRS/GDN to thecom-
munity requiresconsiderable effort. Although Globe,by now, hasestablished a
good reputation, moreeffort is clearly needed to bring it to the public. It is not
obvious what the beststrategy is that we canfoll ow. However, we have learned
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from thecurrent efforts thatpro-actively advertisingSIRS/GDN is betterthanjust
makingthepackageavailable.

The strategy we arecurrently following (seeking for sites that arewillin g to
host SIRS/GDN,and letting us manage those nodes) appearsto be the bestwe
can do when it comesto demonstrating that SIRS/GDNis for real. We know
from colleaguesthat organizing wide-area experiments often requires a consid-
erable amount of time. However, the results that canbe reported at conferences
andsuchtendto helppeople getconvinced thatsomething serious is happening.

In addition, we want to continue our searchfor hosting content. Unlike the
SourceForge experiment in which we focus on large amounts of data, it is pre-
sumably more effective for the dissemination of results to concentrateon many
different datasources. In this sense, turning SIRS/GDNinto a “cheap” content
delivery network is perhapsthebestway to draw attention. Again, we expectthat
it maytakea relatively long time beforeSIRS/GDNwill prove its valueto a larger
community, but weseeno otherway to reach this point.

4.3 Future work

Although SIRS-3is formally finished, the work on GDN continues. First, asal-
readyindicated,we will actively seekfor content that canbe hosted by GDN. In
doing so,wehopeto attract attention from contentprovidersseeking for asolution
for distributing their content.

Second, and related to hosting real content, we plan to conduct a series of
experimentswith SIRS/GDNso that we canconvince third partiesof the techno-
logical advancesour software hasto offer. In addition, experimentation should
reveal important faults(bugs),makingit possible to improve therobustness of our
software. It is already encouraging to seethat the performanceof our system is
comparableto thatof standard-configuredApache-basedsystems.

However, weexpect thatSIRS/GDNwill attractmoreattention aswecontinue
to enhance its functionality basedon our future research. At present,our groupis
actively conductingresearch in thefoll owing areas:

Adaptive replication: At present,wehaveonefull- timeseniorresearcherlooking
into the dynamic replication of Web documents. So far, this research has
providedus insight in how andwhen to evaluate accesstraces in order to
decidewhata bestreplication strategy is. Startingin August2002, two PhD
studentswill be addedto the project. Onestudent will concentrate on the
selection of thebest location to placea replica. Theother studentwill take
a look at dynamically switching the consistency protocol so asto optimize
network resourcesandaccess delays. A separatescientific programmerwill
behiredto implement theresults. Embedding theseresults in SIRS/GDNis
anobvious choice.

Systems management: Wearecurrently looking at managementissuesrelated to
the Globe location service. One postdoc is considering the problem how
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we canautomatically bring up an entire, worldwide-spanning treewithout
initi ally having to physically distribute that treeacrossthe Internet aswell.
This research will certainly influence the (semi-)automaticdistribution of
GDN across multiple sites.

In addition, a PhDstudenthasrecently started to concentrate on moregen-
eralsystemsmanagementissuesrelatedto distributedsystemssuchasGDN.
Again, the results of this result areplanned to be embedded in SIRS/GDN,
partly to demonstrate the feasibilit y, but also to make it easier to deploy
SIRS/GDN.

In conclusion,wefeelthatwehavejust madeastart with SIRS/GDNwhenit comes
it its deployment. However, we arecontinuing the research that hasbeensetout
aspartof SIRS/GDN, exemplifiedby thetwo subprojectsmentionedabove. Rec-
ognizing thatdeploying SIRS/GDN maybea matterof muchtime, it is important
thatour research is setout along thelinesof sucha deployment.

5 Agreement on this report

With respect to this report, NLnet Foundation and the Globe teamat the Vrije
Universiteit haveagreedon thefollowing:

1. The deliverables specified in the original SIRS-3plan have beenformally
provided,except with respect to anumberof managementtoolsasdescribed
above.

2. The efforts that have taken place during the SIRS-3project contract period
to disseminateSIRS/GDNaresuchthatnomorecouldhavebeenreasonably
expected.

3. Theassessmentof theSIRS/GDN project asgivenin this report is sufficient.

4. Bothpartiesexplicitly expresstheircommitmentto further disseminateSIRS/GDN,
andto pro-actively distributecurrent andnew results to the interestedcom-
munity.

6 Financial Report

A financial statementhasbeenaddedseparatelyto this report.
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