
Beyond CIDR Aggregation

Patrick Verkaik, Andre Broido, Young Hyun, kc claffy

CAIDA / NLnet Labs / RIPE NCC

http://www.caida.org/projects/routing/atoms/



Outline of talk

• Introduction

• Atoms architecture

• Incremental deployment

• Prototype

• Analysis and simulation

• Future work



Motivation

• Observation: many prefixes share AS path in all
RouteViews / RIPE peers

• BGP policy atom: set of prefixes that share AS path

• Equivalent in terms of routing



Number and stability

1 Nov 2003 RouteViews data:

• around 35K atoms

• covering around 127K prefixes

• (16K ASes)

Stability over 8 hours:

• 4.9% of atoms undergo prefix membership change
(8 May 2003 RouteViews data)

• 2-3% of prefixes change atom membership
(Tel Aviv University, 2002)



Apply to routing?

• Summarise prefixes of atom into one routed object

• Incorporate into BGP

Reduce number of routed objects in Default-Free Zone (DFZ):

• Shrink routing tables and forwarding tables

• Perform routing updates per atom, not per prefix



Current BGP techniques and their limitations

• CIDR aggregation. But [BGP-GROWTH]:
– Multihoming and inbound traffic → deaggregation
– Fragmented address space cannot be aggregated
– Failure to aggregate

• Rate limiting and dampening

• Pack multiple prefixes in single BGP update message. But :
– No effect on number of routes
– Per-prefix update processing remains
– Only for prefixes with identical attributes (e.g. different

origin AS → separate update message)



Currently coping, but what about future?

• IPv6
– raises upper bound on number of routes
– multihoming practices operationally disabled [RFC2772]

• 32-bit AS numbers: increased multihoming by small sites?
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What is an atom?

• Group of atomised prefixes to be routed together

• To be declared by origin ASes

• These ASes partition prefixes into atoms and announce

• Atomised prefixes can be IPv4 or IPv6

• Only globally routed prefixes are atomised
– Default-free zone (DFZ)
– Not CIDR-aggregated into other prefixes
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Applying the atom concept

• BGP updates govern entire atoms

• Atoms replace prefixes in core routers:
– Reduce table size in these routers
– Reduce update load on these routers

• Maintain grouping of atoms outside of BGP

• Perhaps: improved convergence behaviour?



Architecture — Overview
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Architecture — Components

• Tunneling / MPLS for forwarding

• BGP on atoms

• Membership protocol binds atomised prefixes to atoms



Atom representation

• Atom is represented by an atom ID

• Atom ID syntactically a prefix
(unrelated to prefixes in atom)
– Reason: BGP can route atom IDs

• Atom IDs are a flat namespace
– No further aggregation
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Forwarding
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Forwarding
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Forwarding
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Forwarding

• Encapsulation to traverse DFZ

• Ingress edge router encapsulates

• Destination AS decapsulates



Encapsulation vs MPLS

Similar techniques:

• Both do tunneling

• Atom ID ↔ Forwarding Equivalence Class

• Encapsulation ↔ Labeling

• IP forwarding ↔ Label swapping

Disadvantages of encapsulation:

• Encapsulation reduces MTU

• Encapsulation complicates path MTU discovery and ICMP

But: MPLS not used interdomain
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Atom membership

• Atom originator partitions prefixes over atoms

• Sends { atom ID ↔ atomised prefixes } to edge router(s)

• Edge routers propagate to neighbouring edge routers



Atom membership
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Atom membership

Structured propagation limits unnecessary messages:

• Propagation based on current practices of business
relationships:
– Customers ↔ all neighbours
– Providers and peers 9 providers and peers

• Additional rules avoid sending multiple times in most cases



Membership vs BGP

• Some differences between membership protocol and BGP.
Membership protocol:
– Maps atom ID ↔ atomised prefixes
– Has no route selection
– Semantics of update independent of which neighbour

sent it
– Identical state in all edge routers after convergence

• Membership protocol is multihop:
– Spoken only by edge routers and atom originators
– Dynamics affect only subset of routers
– Multihop but: session resets relatively harmless
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Incremental deployment — Routing
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Incremental deployment — Routing

• Non-atomised prefixes
– All routers capable of routing non-atomised prefixes

• DFZ ASes that are not atomised
– Multiple atomised islands
– Islands connected through membership protocol (mul-

tihop)
– Islands generate atomised prefix routes into non-atomised

DFZ
– ...and drop these routes when received from DFZ

• ASes outside DFZ that are not atomised
– Atom originator speaks membership with edge router

(multihop)
– Announces route for atom ID in BGP
– Announces routes for atomised prefixes in BGP (dropped

by islands)



Incremental deployment — Forwarding

• Encapsulate once: on first entry into an island

• Decapsulate once: at origin AS

• Routes for atom IDs exist on the entire forwarding path



Incremental deployment — Forwarding
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Prototype

• Implemented for IPv4 in Zebra (GNU license)

• Atoms declared manually in router configuration
language
ip prefix-list A1 permit E.F.G.0/24
ip prefix-list A1 permit I.J.K.0/24
ip prefix-list A1 permit M.N.O.0/24
atom declare A.B.C.0/24 A1

• Zec’s virtual network stack for testing [VIMAGE]

• It pings!
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Analysis of origin link sets

Define: origin link == First two ASes in AS path

• Observe origin links sets of prefixes in RouteViews

• Estimate number of atoms as number of origin link sets

• RouteViews Nov 1 snapshot:
– 24K unique origin link sets
– covering 127K prefixes
– 16K ASes
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Simulation (in progress)

GeorgiaTech’s BGP extension to ns-2 [BGP++]

• Simulate various kinds of updates:
– BGP updates
– Membership updates

• Determine cost of these updates:
– Number of messages
– Convergence time

• Compare with non-atoms routing

• Analyse ratio of membership updates to BGP updates
– #membership > #BGP but same order of magnitude



Simulation topology

• Subset of RouteViews AS topology

• Business relationships from [VantagePoints]

• Method:
– Start with an origin AS
– Include any ASes potentially reached by updates from

that AS
∗ Update from customer AS reaches all neighbour ASes
∗ Update from any neighbour AS reaches all customer

ASes
∗ Update providers or peers do not reach other providers

or peers
– To limit size, don’t traverse core

• Add fixed number of routers to each AS

• Form DFZ from core and multihomed ASes



Selecting subset of AS topology
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Future work

• Configurability
– Complexity
– Multiple atom originators per AS

• Security: SBGP or soBGP

• Provider-originated atoms:
– Immediate providers of stub ASes collectively originate

atoms from multiple customers
– May require only limited cooperation from providers
– Reduces lower bound on number of atoms from 24K to

12K

• IPv6

• Interdomain MPLS

• Measure overhead of encapsulation/decapsulation



Questions?
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Analysis of origin link sets

Infer updates to atoms by origin ASes, time-out to allow for
BGP noise

• Routing change: all prefixes of S1 move to new S2

• Split: some prefixes in S1 move to new S2

• Join: all prefixes in S1 move to existing S2

• Shift: some prefixes in S1 move to existing S2

• Announcement: newly routed prefixes form a new S1

• Announce membership: newly routed prefixes join
existing S1

• Withdrawal: all prefixes in S1 become unreachable

• Withdraw membership: some prefixes in S1 become
unreachable



Analysis of origin link sets

Each such update:

• Zero or more BGP updates

• Zero or more membership updates



Analysis of origin link sets


